Non-paraxial beam propagation methods
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Abstract

Exact analytical results are employed in the testing of split-step and finite difference approaches to the numerical solution of the non-paraxial non-linear Schrödinger equation. It is shown that conventional split-step schemes can lead to spurious oscillations in the solution and that fully finite difference descriptions may require prohibitive discretisation densities. Two new non-paraxial beam propagation methods, that overcome these difficulties, are reported. A modified split-step method and a difference-differential equation method are described and their predictions are validated using dispersion relations, an energy flow conservation relation and exact solutions. To conclude, results concerning 2D (transverse) beam self-focusing, for which no exact analytical solutions exist, are presented. © 2001 Published by Elsevier Science B.V.
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1. Introduction

Spatial solitons are ideal candidates for binary elements in future optical information technology (IT) systems [1–11]. While soliton beams are usually solutions of paraxial wave equations, such as the non-linear Schrödinger equation (NSE), many important IT applications involve the breakdown of the paraxial approximation. Non-paraxiality may arise in the miniaturisation of devices and in other configurations, such as those involving multiplexed beams [12]. The non-paraxial non-linear Schrödinger equation (NNSE) has recently been shown to have exact analytical solutions [13] and general relations describing energy flow conservation and transformation invariance have also been derived [14]. Numerical studies are necessary to address key questions surrounding the stability and generation of solutions of such non-linear wave equations, but different algorithms for non-paraxial propagation problems have tended to yield distinct results [14–18].
Our exact analytical work has, for the first time, permitted the development and testing of existing and new non-paraxial beam propagation methods. Fundamental and higher order paraxial solitons have been found to be unstable in non-paraxial regimes [14]; launching of a fundamental paraxial soliton leads to re-shaping during propagation while higher order solitons tend to break up. This latter instability exhibits an intriguing bifurcation structure that appears to be of a general nature [14,19,20]. The corresponding analytical solutions of the NNSE exhibit solitonic robustness with respect to perturbations and act as attractors in non-linear beam evolution [14].

In this paper, we give a detailed account of two novel beam propagation methods that yield accurate results in non-paraxial regimes. A commonly used spectral approach [18] is shown to give rise to large deviations from the true solution; our first numerical method is a modified version of this scheme in which the progressive inclusion of new higher order terms removes this artifact. Our second non-paraxial algorithm has more general applicability and employs an explicit finite difference scheme in the longitudinal direction; high accuracy is also demonstrated. The goal of our investigations is to tackle the long-standing problem of understanding the interplay between finite beam effects and medium non-linearity in the presence of both transverse and longitudinal linear diffraction. We study the NNSE as this equation succinctly describes this interplay and because a series of analytical results are now available to test numerical solutions. This work provides a reliable framework for further work in which a variety of additional terms may be included in the non-paraxial wave equation, and their relative importance evaluated. Additional terms could, for example, be the result of considering cavity geometries [1–11], light polarisation [17], interfaces [21,22], or effects such as the induced diffraction that arises from the inclusion of a non-zero divergence term in the wave equation [23]. We conclude this paper by examining the role of a second transverse dimension in the NNSE for the case when a Gaussian beam is launched into a self-focusing Kerr medium.

2. Non-paraxial non-linear Schrödinger equation

The scalar field envelope $u(\tilde{z}, \tilde{\zeta})$ of a continuous wave beam experiencing linear diffraction in one transverse dimension in a self-focusing Kerr medium evolves according to the NNSE [13]

$$\kappa \frac{\partial^2 u}{\partial \tilde{z}^2} + i \frac{\partial u}{\partial \tilde{z}} + \frac{1}{2} \frac{\partial^2 u}{\partial \tilde{\zeta}^2} + |u|^2 u = 0,$$  

(1)

where $\tilde{z}$ and $\tilde{\zeta}$ ($z$ and $x$) are the scaled (unscaled) longitudinal and transverse coordinates respectively, and

$$\zeta = \frac{z}{L_D}, \quad \tilde{\zeta} = \frac{\sqrt{2\gamma}}{w_0}, \quad u(\zeta, \tilde{\zeta}) = \sqrt{\frac{k n_2 L_D}{n_0}} A(\tilde{\zeta}, \zeta).$$  

(2)

$w_0$ is a transverse scale parameter that can be considered as equivalent to the waist of a (reference) Gaussian beam with diffraction length $L_D = k w_0^2 / 2$. $k = n_0 \omega / c$, $n_0$ is the linear refractive index, $n_2$ is the Kerr coefficient, $A(\tilde{\zeta}, \zeta)$ is an unscaled field and $\kappa = 1 / (k w_0)^2 = (\lambda / w_0^2)^2 / 4\pi^2 n_0^2$, where $\lambda$ is the optical wavelength. Eq. (1) quantifies changes in the transverse profile of a light beam with respect to a forward propagating reference frame. This frame is defined such that longitudinal oscillations of the field that vary as $\exp(ikz) = \exp(i\tilde{\zeta}/2\kappa)$ are factored out. It should be stressed that this factorisation is not equivalent to constraining the field to propagate along with any particular frame; the wave equation is second order in $\zeta$ and the field envelope $u(\tilde{z}, \tilde{\zeta})$ may in fact contain contributions from both forward and backward propagating components.

In the paraxial approximation, the first term in Eq. (1) is neglected, whereby the NNSE reduces to the NSE. The simpler properties of the NSE make this approximation very attractive, but careful consideration of the validity of the underlying assumptions should be undertaken. The most obvious configurations for which the paraxial approximation cannot be made are those that involve input beams with significant values of $\kappa$. In free space, $\kappa = 10^{-3}$, $10^{-4}$ and $10^{-5}$ imply around $10\lambda$, $32\lambda$ and $100\lambda$, respectively, in the full-width of the reference beam. Ultra-narrow beams can also be the result of beam evolution that involves strong
focusing stages, even when the input beam is reasonably paraxial. The signature of non-paraxiality in either of these cases is a very broad, and full, angular (spatial) spectrum. Alternatively, a beam of any width, but which is of sufficiently high intensity, can result in non-linear longitudinal phase variations that are so rapid that a full non-paraxial description is required. High intensity and beam narrowness are, however, often connected in practice; an example is the inverse relationship between peak intensity and beam width of spatial solitons. Finally, non-paraxial effects may also arise, independently of the above considerations, when two or more beams simultaneously propagate in significantly different directions. While each beam may be individually paraxial along its own propagation direction, the total angular content of the constituent beams can span a very broad spectral region.

3. Exact analytical results

A detailed account of the analytical properties of the NNSE and its soliton solutions was given in Refs. [13,14]. In this section, we briefly summarise those properties that are particularly relevant for the testing of numerical calculations. Firstly, comparison of the dispersion relation obtained for Eq. (1) and that of a discrete representation provides basic checks on the accuracy and the convergence properties of a numerical method. Secondly, conservation of the integrated light intensity can be used to test a numerical solution of the NSE, but this quantity is not conserved when the field evolves according to the non-paraxial wave equation. The integrity of solutions can, in this case, be investigated by checking whether a different conservation law is satisfied. Finally, exact analytical solutions allow one to test whether an algorithm yields meaningful results in distinct configurations of interest.

3.1. Dispersion relations

Through consideration of the plane wave solution \( u(\zeta, \xi) = \sqrt{I} \exp \left[ i (k_\xi \xi + k_\zeta \zeta) \right] \) of the NNSE, one obtains the dispersion relation

\[
k_\xi^2 + k_\zeta + \frac{1}{2} k_\xi^2 - I = 0.
\]  

It is then straightforward to show that the longitudinal wave number \( k_\zeta \) can be expressed as

\[
k_\zeta = -\frac{1}{2k} \pm \frac{1}{2k} \sqrt{1 - 4k \left( \frac{1}{2} k_\xi^2 - I \right)}
\]

\[
= -\frac{1}{2k} \pm \Delta k_\zeta,
\]

where + and − signs give solutions that represent forward and backward propagating fields, respectively. In the paraxial case, one has \( k_\zeta = -(k_\xi^2 / 2 - I) \), and propagation in only the forward direction. The corresponding dispersion curve is a parabola that simply translates along the \( k_\zeta \) axis when the light intensity \( I \) is varied.

Fig. 1 shows plane wave components of non-paraxial beam propagation in linear \((I = 0)\) and non-linear \((I \neq 0)\) media, together with a curve for paraxial propagation. The non-paraxial wave equation has dispersion curves that are ellipses in the \((k_\xi, k_\zeta)\) plane; solutions that have \( k_\xi^2 > 2I + 1/2k \) correspond to evanescent waves. As the intensity increases, the size of these ellipses increases for a focusing Kerr effect, whereas it would decrease if the medium were self-defocusing. It can be seen that a wide angular spectrum (involving

![Fig. 1. Dispersion relation for the NNSE. The curve for linear propagation \((I = 0)\) passes through the point \((k_\xi, k_\zeta) = (0, 0)\), while finite intensity \((I \neq 0)\) gives a similar, but larger, ellipse. The construction of the longitudinal components of a pair of forward and backward solutions, \( k_\zeta = -(1/2k) \pm \Delta k_\zeta \), is detailed. The paraxial relation for linear propagation is shown (dotted) for comparison.](image-url)
large $|k_z|$ values gives rise to significant errors in a paraxial description of linear propagation. A forward axial component ($k_z = 0$) can also be susceptible to non-paraxial effects if the non-linearity is strong enough; the paraxial case yields $k_z = I$ for an axial component, while non-paraxiality introduces a leading order correction to this value of $-\kappa I^2$ (when $I < 1/4\kappa$).

3.2. Energy flow conservation

Any solution $u(\xi, \zeta)$ of the paraxial NSE has the property that

$$\int_{-\infty}^{+\infty} |u(\xi, \zeta)|^2 \, d\zeta = C,$$

where $C$ is a constant. Analysis of the NNSE shows that a more general quantity replaces this invariant [14]: in non-paraxial propagation, it is the energy flow that is conserved. One finds that

$$\int_{-\infty}^{+\infty} \left( \frac{1}{2\kappa} + \frac{\partial \phi(\xi, \zeta)}{\partial \zeta} \right) |u(\xi, \zeta)|^2 \, d\zeta = C',$$

where $C'$ is another constant and $\phi(\xi, \zeta)$ is the beam phase profile in the forward propagating reference frame, such that $u(\xi, \zeta) = |u(\xi, \zeta)| \times \exp[i\phi(\xi, \zeta)]$. When the phase across the whole beam varies sufficiently slowly in the propagation direction, the paraxial conservation law is recovered. Beams for which $\kappa \to 0$ also preserve their integrated intensity, but Eq. (6) highlights the fact that this is equivalent to assuming that such beams are infinitely broad and hence have infinite energy flow.

3.3. Non-paraxial solitons

Exact analytical solutions provide an invaluable framework for systematically checking distinct regimes of application of a numerical algorithm. The absence of any solutions of this kind for non-paraxial non-linear beam evolution has been a fundamental limitation in the past. Exact bright non-paraxial soliton solutions have the form [13,14]

$$u(\xi, \zeta) = \eta \text{sech} \left[ \frac{\eta(\xi + V \zeta)}{\sqrt{1 + 2\kappa V^2}} \right] \exp \left[ i \sqrt{\frac{1 + 2\kappa \eta^2}{1 + 2\kappa V^2}} \left( - V \zeta + \frac{\zeta}{2\kappa} \right) \right] \exp \left[ -\frac{\zeta^2}{2\kappa} \right],$$

where $\eta$ and $V$ parametrise soliton amplitude and transverse velocity, respectively. Note that the forward propagating reference frame, which is implicit in the NNSE and paraxial soliton solutions, appears explicitly as the phase factor $\exp(-i\zeta/2\kappa)$. Moreover, the precise conditions under which the paraxial approximation can be made may be deduced by examining this solution; the passage from the NNSE soliton to its NSE counterpart requires the multiple limit $\kappa \to 0$, $\kappa \eta^2 \to 0$ and $\kappa V^2 \to 0$. Individually, these limits specify that a beam cannot be too narrow, or too intense, or propagating at any significant angle relative to the $\zeta$ axis. The possibility of handling exact off-axis solitons is particularly interesting. In this regime, scalar theory of non-linear beam propagation can remain valid but a full non-paraxial approach is required; the NNSE also permits the analysis of several beams that propagate and interact at significant angles [12].

4. Numerical analysis

In this section, we present a study of two numerical schemes that are commonly employed in the modelling of non-linear beam propagation. Firstly, the truncation error in split-step methods is quantified and, secondly, the consequences of adopting a fully finite difference approach are examined.

4.1. Split-step methods

One of the most widely used schemes in the numerical integration of parabolic non-linear partial differential equations involves splitting the evolution operator into separate steps, that often represent the linear and non-linear operations involved. This can result in a very efficient scheme when fast Fourier transforms (FFTs) are used to implement the linear operator in the spectral do-
main. The dependence of truncation error on the step size $\Delta \zeta$, due to non-commutativity of linear and non-linear operators of the NSE, can be $O(\Delta \zeta^2)$ if each non-linear step is embedded between two linear half-steps. The Feit–Fleck non-paraxial beam propagation method [18] is based on such a scheme. Their algorithm was developed to investigate the self-focusing of 2D (transverse) beams in Kerr media. They predicted that non-paraxial effects can offset the unphysical collapse of a beam to zero transverse size that is predicted by paraxial theory. It is interesting to note that these authors state that the assumptions made in the derivation of their algorithm are not valid in the vicinity of precisely such focusing points.

We now show why conventional operator splitting strategies fail to describe accurately any sustained presence of non-paraxial effects in non-linear beam propagation, such as in the context of non-paraxial solitons. This failure is particularly striking in view of the fact that operator splitting can be done in such a way that the linear and non-linear operators individually give exact non-paraxial descriptions of diffraction and self-phase modulation (SPM), respectively. For the sake of brevity, the notation $O_L \equiv (1/2)^2 \partial^2/\partial \zeta^2$ and $O_N \equiv |u(\zeta, \xi)|^2$ will be used for the linear and non-linear operators of the NSE. The NNSE can then be written as

$$\frac{\partial}{\partial \zeta} u(\zeta, \xi) = i \left[ -\frac{1}{2k} \pm \frac{1}{2k} \sqrt{1 + 4\kappa (O_L + O_N)} \right] u(\zeta, \xi),$$  

where $+$ and $-$ signs correspond to solving the equation in the forward and backward $\zeta$ directions, respectively. The solution may be advanced by a forward step of length $\Delta \zeta$ through

$$u(\zeta, \xi + \Delta \zeta) \simeq \exp \left[ -\frac{i}{2k} \left( 1 - \sqrt{1 + 4\kappa (O_L + O_N)} \right) \right] \times u(\zeta, \xi).$$  

This step is approximate because of a trapezoidal representation of the exponentiated integral, but otherwise the operators $O_L$ and $O_N$ appear in an essentially exact way. It is in this sense that the above expression can be considered as “exact”. In the Feit–Fleck algorithm, the approximation $(1 + 4\kappa O_N)^{1/2} \simeq 1$ is employed to obtain a non-paraxial linear operator. The operators involved can also be expressed in an approximate (symmetrised) form,

$$u(\zeta, \xi + \Delta \zeta) \simeq \exp \left[ -\frac{i}{2k} \left( 1 - \sqrt{1 + 4\kappa O_L} \right) \right] \times \exp \left[ -\frac{i}{2k} \left( 1 + \sqrt{1 + 4\kappa O_N} \right) \right] \times \exp \left[ -\frac{i}{2k} \left( 1 - \sqrt{1 + 4\kappa O_L} \right) \right] \times u(\zeta, \xi),$$  

which corresponds to a non-linear step, of size $\Delta \zeta$, sandwiched between two linear half-steps. In this representation, the exact diffraction and SPM operators for purely linear and purely non-linear non-paraxial propagation steps, respectively, are used. If normalisations (2) are used directly in the Feit–Fleck algorithm [18], as derived from the non-linear Helmholtz equation, one obtains

$$u(\zeta, \xi + \Delta \zeta) \simeq \exp \left[ -\frac{i}{2k} \left( 1 - \sqrt{1 + 4\kappa O_L} \right) \right] \times \exp \left[ \frac{i}{2k} O_N \right] \times \exp \left[ -\frac{i}{2k} \left( 1 + \sqrt{1 + 4\kappa O_L} \right) \right] \times u(\zeta, \xi),$$  

from which Eq. (10) is recovered when the term of the non-linear Helmholtz equation that involves $n_2^2$ is neglected.

The accuracy of the symmetrised scheme can be ascertained by making a comparison of Eqs. (9) and (10). A power series expansion of Eq. (10) yields

$$u(\zeta, \xi + \Delta \zeta) \approx \left[ 1 + i \frac{\Delta \zeta}{2k} \left( \sqrt{1 + 4\kappa (O_L + O_N)} - \kappa (O_L^2 + O_N^2) \right) \right. + \cdots \left. + \frac{\Delta \zeta^2}{4k^2} \left( \sqrt{1 + 4\kappa (O_L + O_N)} - \kappa (O_L^2 + O_N^2) \right) \right] u(\zeta, \xi),$$  

where at each power of the step size, there is an infinite series of terms arising from successive powers of $\kappa$. The truncation error involved can be
quantified if Eq. (9) is also expanded in a power series. This gives

\[
u(\xi, \zeta + \Delta \xi) = \{1 + \Delta \xi[\varepsilon_0(\nu + \nu) - \kappa(\nu + \nu)]^2 + \cdots + \Delta \xi^2[-\frac{i}{4}(\nu + \nu)^2 + \kappa(\nu + \nu)^3 + \cdots] + \cdots \}u(\xi, \zeta). \tag{13}\]

The error is found by simply examining the difference of Eqs. (12) and (13). For example, the \(O(\Delta \xi)\) error terms are

\[
E_1 = i \Delta \xi[-\kappa(\nu \nu_0 + \nu \nu_0) + 2\kappa^2(\nu_0^2 \nu_0 + \nu \nu_0 \nu_0 + \nu_0^2 \nu_0 + \nu_0 \nu_0^2) + \nu \nu_0 \nu_0 + \nu_0 \nu_0 \nu_0 + \nu_0 \nu_0 \nu_0]u(\xi, \zeta) . \tag{14}\]

Thus, while a symmetrised split-step algorithm for the paraxial NSE yields a truncation error of \(O(\Delta \xi^3)\), the corresponding scheme for non-paraxial propagation leads to a much larger error of \(O(\Delta \xi)\).

4.2. Finite difference methods

In contrast to the above split-step scheme, a finite difference approach involves solving both the linear and non-linear parts of the NNSE simultaneously. This is made possible by approximating each differential operator with an appropriate finite difference formula. The truncation error that results depends on the transversal grid resolution \(\Delta \xi\) and can, in principle, be made as small as desired. Use of a popular three-point approximation for the second order transverse derivative gives the result

\[
\frac{\partial^2 u(\xi, \zeta)}{\partial \xi^2} = \frac{u(\xi + \Delta \xi, \zeta) - 2u(\xi, \zeta) + u(\xi - \Delta \xi, \zeta)}{\Delta \xi^2} - \frac{1}{12} \Delta \xi^2 \frac{\partial^4 u(\xi, \zeta)}{\partial \xi^4} + \cdots \tag{15}\]

The right-hand side of Eq. (15) is the finite difference approximation of the derivative and the second term can be used to estimate the error in this approximation. The leading order error term is proportional to \(\Delta \xi^2\), which suggests that a moderate number of transverse data points could make this error relatively small. However, the non-paraxial soliton solution has \(\frac{\partial^4 u(\xi, \zeta)}{\partial \xi^4}\) proportional to \(V^4\) and the actual number of data points, required for a reasonable level of accuracy, rapidly becomes prohibitive as \(V\) is increased. If a higher order finite difference approximation is used, instead of a three-point formula, the error term will involve, not only a higher power of \(\Delta \xi\) but also, a higher order partial derivative. This implies an even higher power of \(V\) and, again, an extremely high number of transverse data points for accurate calculations. A similar argument can be presented for any non-paraxial beam that involves a wide angular range of spectral components.

5. New numerical algorithms

5.1. Modified split-step method

The magnitude of the error in the symmetrised split-step solution of the NNSE depends on both the computational and the physical parameters considered. We now show that one can often identify the most significant error terms and introduce appropriate corrections to the numerical scheme to eliminate them. To demonstrate this approach, we focus on the generation and the evolution of non-paraxial bright soliton solutions when non-paraxial effects arise fundamentally from the angle \(\theta\) between the light beam and the \(\xi\) axis.

For this configuration, we consider \(\eta = 1, \kappa \ll 1\) and allow \(\tan^2 \theta = 2\kappa V^2\) to take arbitrarily large values. Substitution of the soliton solution into the equation for \(E_1\) reveals that the most significant error terms arise from the fact that \((\nu_0)^m u(\xi, \zeta)\) is proportional to \((V^2)^m\). At each power \(m\) of \(\kappa\), a number of operators of the form \(\nu_0 \nu_0^m\) can be identified. The error introduced by these operators has a magnitude of the order \(\Delta \xi \nu_0 \nu_0^m\) which generally cannot be neglected. One can also show that any remaining terms in the error expression are much smaller than this, for any value of \(m\).

A modified version of the split-step approach can be proposed that deals with the large truncation errors that arise from off-axis non-paraxiality.
We choose a specific objective of finding a modified non-linear operator that leads to a negligible first order error term. Since we are concerned with solutions that have \( \eta \approx 1 \), the exact operator for a purely non-paraxial step can be approximated using

\[
-\frac{i}{2\kappa} \left( 1 - \sqrt{1 + 4\kappa O_N} \right) \approx iO_N.
\]

Hence, the equation describing non-paraxial SPM,

\[
\kappa \frac{\partial^2 u}{\partial \zeta^2} + i \frac{\partial u}{\partial \zeta} + O_N u = 0,
\]

is given to a first approximation by the corresponding paraxial equation:

\[
i \frac{\partial u}{\partial \zeta} + O_N u = 0.
\]

The linear operator \( O_L \) is now introduced into this approximation by proposing a new generalised form of the non-linear operator,

\[
i \frac{\partial u}{\partial \zeta} + O_N [1 + f(O_L; \kappa)] u = 0,
\]

where \( f(O_L; \kappa) \) is, at this stage, an undetermined function of the operator \( O_L \) and the non-paraxial parameter \( \kappa \). The precise form of this function is obtained by stipulating that significant \( O(\Delta \zeta) \) error terms are cancelled up to a given order of \( \kappa \), whereby one finds that

\[
f(O_L; \kappa) = -2\kappa O_L + 6\kappa^2 O_L^2 - 20\kappa^3 O_L^3 + 70\kappa^6 O_L^5 - 252\kappa^8 O_L^6 + 924\kappa^{10} O_L^8 + \cdots.
\]

The accuracy of the resulting modified split-step method can be verified by comparison of numerical and analytical solutions. Fig. 2 shows numerical results for an initial condition that corresponds to a non-paraxial soliton with \( \kappa = 0.001 \) and \( V = 10 \). A curve of peak amplitude \( |u|_m \) versus propagation distance should be a straight horizontal line for this boundary condition. The numerical solution given by the Feit–Fleck method is found to exhibit large oscillations as the beam propagates. Three curves are also shown for the modified split-step method where an increasing number of correction terms are included in \( f(O_L; \kappa) \); the first curve takes only the first term in Eq. (20) into account, while the other two curves include terms in \( \kappa^2 \) and \( \kappa^3 \). Excellent convergence to the desired solution is found as higher orders of \( \kappa \) are included in the modified non-linear operator. In particular, with only three correction terms, the numerical solution always has \( |u|_m \) within 0.5% of its exact value of unity. Furthermore, calculation of the energy flow implied by each set of data shows convergence to a constant value as the number of correction terms is increased.

5.2. Difference-differential equation method

The modified split-step approach has clear advantages over conventional non-paraxial beam
propagation methods in terms of both accuracy, when compared with the Feit–Fleck method, and efficiency, when compared with fully finite difference schemes. However, the choice of which error terms to eliminate varies when the specific character of the non-paraxiality is changed. The approach thus suffers from the limitation that no one formulation can accurately model all possible configurations. We note that a similar conclusion may also be drawn concerning more general model equations for non-paraxial beam evolution whose derivation relies on an order-of-magnitude analysis [17]. We have thus derived an additional algorithm that has wider applicability. In this alternative method, we employ finite difference formulae to approximate derivatives with respect to the \( \zeta \) coordinate but, in view of the difficulties resulting from a finite difference representation of the transverse derivative, the diffraction operator is implemented in the spectral domain. The finite difference formulae we have used for the second and first order \( \zeta \) derivatives are

\[
\left[ \frac{\partial^2 u(\xi, \zeta)}{\partial \zeta^2} \right]_{\zeta = n \Delta \zeta} = \frac{u_{n+1}(\xi) - 2u_n(\xi) + u_{n-1}(\xi)}{\Delta \zeta^2} + O(\Delta \zeta^2) \tag{21}
\]

and

\[
\left[ \frac{\partial u(\xi, \zeta)}{\partial \zeta} \right]_{\zeta = n \Delta \zeta} = \frac{u_{n+1}(\xi) - u_{n-1}(\xi)}{2\Delta \zeta} + O(\Delta \zeta^2), \tag{22}
\]

where \( u_n(\xi) = u(\xi, n \Delta \zeta) \). Substitution of these formulae in the NNSE yields the difference-differential equation

\[
u_{n+1}(\xi) = \frac{1}{(2\kappa + i \Delta \zeta)} \left[ 4\kappa - \Delta \zeta^2 \frac{\partial^2}{\partial \zeta^2} - 2\Delta \zeta^2 |\nu_n(\xi)|^2 \right] u_n(\xi)
- (2\kappa - i \Delta \zeta) u_{n-1}(\xi).
\]

This equation defines an explicit algorithm in which the effect of the transverse differential operator \( \partial^2 / \partial \zeta^2 \) can be computed efficiently using

FFTs. The accuracy and convergence properties of this method are analysed by deriving a numerical dispersion relation. Considering plane wave components at discrete values of \( \zeta \),

\[
u_n(\xi) = \sqrt{\mu} \exp \left[ i (nk \zeta + k_\xi \xi) \right] \tag{23}
\]

yields the numerical dispersion relation

\[
k_\xi(k) = \pm \frac{1}{\Delta \zeta} \cos^{-1} \left[ 1 + \left( \frac{\Delta \zeta}{2\kappa} \right)^2 \frac{k_\xi^2 - 1}{2} \right]
- \frac{1}{\Delta \zeta} \tan^{-1} \left( \frac{\Delta \zeta}{2\kappa} \right). \tag{24}
\]

A comparison with the dispersion relation of the partial differential equation, Eq. (4), reveals the same functional dependence with respect to transverse wave number and intensity of the form \( k_\xi^2 / 2 - \mu \). The appearance of this form expresses the trade-off between on- and off-axis components of the total wave vector and that a non-linear contribution is made to this latter quantity by the Kerr effect. The numerical dispersion relation is plotted in Fig. 3 for a range of longitudinal step sizes. A curve for the exact dispersion relation is also plotted and a fast convergence of the numerical method is demonstrated as \( \Delta \zeta / \kappa \to 0 \). The requirement that the argument of the \( \cos^{-1} \) term in Eq. (24) be less than unity yields the correct physical upper limit on the magnitude of the transverse wave number, through

\[
\Delta \zeta / \kappa = \frac{\pi}{2}.
\]

Fig. 3. Numerical dispersion relation for the difference-differential equation method when \( \kappa = 0 \). A rapid convergence to the corresponding exact (NNSE) curve is demonstrated as the step size \( \Delta \zeta \) is reduced (\( \Delta \zeta / \kappa \to 0 \)).
\[ \lim_{\Delta \zeta/\kappa \to 0} \left( k_{\zeta}^2 \right)_{\text{max}} = 2I + \frac{1}{2\kappa}, \] (25)

and also that convergence of the numerical dispersion relation requires \( \Delta \zeta \ll \kappa \). In terms of unscaled variables, this latter condition corresponds to \( \Delta z \ll \lambda \), which is an expected result for non-paraxial propagation.

The difference-differential algorithm has the advantage of being explicit, which permits a simple implementation and low computation load in the solution of the NNSE. In common with solving second order differential equations analytically, the numerical method requires two boundary conditions to define a particular solution. The transverse field envelope may, for example, be specified at \( \zeta = 0 \) and at \( \zeta = \Delta \zeta \). If the initial stages of beam evolution are sufficiently paraxial, \( u(\zeta, \Delta \zeta) \) can be calculated using the Feit–Fleck method. Otherwise, the modified split-step method can be used to find the field at \( \zeta = \Delta \zeta \). An alternative set of boundary conditions would be the field profile and its longitudinal derivative at \( \zeta = 0 \).

The dispersion curves shown in Fig. 3 correspond to cases where the longitudinal wave number \( k_{\zeta} \) is real. It may seem that circumstances when \( k_{\zeta} \) becomes complex are not of any interest, since this implies attenuation of a field. A key point to note is that one solves the NNSE in only one longitudinal direction and that the resulting solution can contain contributions from both forward- and backward-travelling waves. A backward field that is decaying exponentially can appear in the solution as the exponential growth of a small seed in the forward direction. This potential problem can be overcome by filtering out both forward and backward evanescent components in the numerical solution. This is achieved by removing any contributions to the solution that have spectral components with

\[ k_{\zeta}^2 > \frac{4\kappa}{\Delta \zeta^2} \left[ 1 + \left( \frac{\Delta \zeta}{2\kappa} \right)^2 - 1 \right]. \] (26)

Since evanescent components should rapidly die out during beam evolution, one expects that their removal from the numerical solution will not result in any undesirable effects. We have checked that such filtering can indeed be performed without affecting conservation of the energy flow or the integrity of an exact solution, even when large \( k_{\zeta}^2 \) values are involved.

Our first demonstration of the difference-differential equation method concerns the propagation of an exact non-paraxial soliton solution (7). Fig. 4 shows the evolution of the peak value of \( |u(\zeta, \zeta)| \) for initial conditions corresponding to a non-paraxial soliton with \( \kappa = 0.001 \) and \( V = 10 \). Whereas the results calculated by means of the difference-differential equation (solid line) show the expected constant value for an exact solution, those obtained from Feit–Fleck method (dashed line) display oscillations. Such oscillations lead to the formation of a bright soliton which is the asymptotic exact solution of the model described by the split-step equations and this solution differs from that derived from the NNSE. A detailed study of the re-shaping of beams towards non-paraxial solitons was presented in Ref. [14].

For a second application of the difference-differential equation method, the role of an additional transverse derivative in the NNSE is investigated. Eq. (1) then takes the form

\[ \kappa \frac{\partial^2 u}{\partial \zeta^2} + \frac{1}{2} \frac{\partial u}{\partial \zeta} + \frac{1}{2} \left( \frac{\partial^2 u}{\partial \zeta^2} + \frac{\partial^2 u}{\partial \psi^2} \right) + |u|^2 u = 0, \] (27)

and no exact analytical non-linear beam solutions are known. To allow a comparison with previous work, we choose the same parameters as those
used in Fig. 1 of Ref. [17]. Their units are similar to ours, except that the width of their reference Gaussian beam is $w = w_0/2$; this makes our parameter $\kappa$ equivalent to their $\sigma_0^2/2$. We consider an input beam with Gaussian cross-section and planar transverse phase profile, $u(\zeta, \psi, 0) = u_0 \exp[-(\zeta^2 + \psi^2)]$, with $u_0 = 1.4575$ and $\kappa = 2.43 \times 10^{-3}$ [17]. A transverse grid with $256 \times 256$ points and a step size of $\Delta \zeta = 10^{-4}$ proves to be sufficient for an accurate calculation of the solution.

Fig. 5(a) shows the evolution of normalised peak intensity $|u(0, \zeta)|^2/|u(0, 0)|^2$ with respect to $\zeta$, as predicted by paraxial theory, by the Feit–Fleck method, and by the difference-differential equation method. It is well known that the paraxial approximation leads to an unphysical collapse of the solution to zero transverse size. The other two methods predict the elimination of this uncontrolled focusing, but it is clear that they also give quantitatively different results. The results obtained by means of the Feit–Fleck method display a staircase-like behaviour of the paraxial invariant with sudden drops near the focusing points [18] and almost constant values elsewhere. There are also relatively large changes in the calculated non-paraxial invariant in the vicinity of the same points, as shown in Fig. 5(b). In part (c) of Fig. 5, the conserved quantities of paraxial and non-paraxial propagation are plotted using the data from the difference-differential equation method. It is found that the energy flow is conserved to within
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**Fig. 5.** 2D (transverse) self-focusing arising from Gaussian beam input with peak amplitude $u_0 = 1.4575$ and $\kappa = 2.43 \times 10^{-3}$. (a) Curves of normalised peak intensity, as predicted by paraxial theory (---), the Feit–Fleck method (----) and the difference-differential equation method (---). Comparison of the paraxial and non-paraxial propagation invariants according to the results obtained with the Feit–Fleck method (b) and the difference-differential equation method (c).
one part in $10^6$, while the paraxial invariant shows relatively large deviations in regions where the beam focuses down to a small spot. This proves that the results obtained by means of the difference-differential equation are consistent with the analytical properties of the NNSE.

5.3. Performance evaluation

In order to evaluate the performance of the proposed numerical schemes, we present results of the required CPU time per propagation step for each of the methods described in Sections 4.1 and 4.2, along with results for the Feit–Fleck algorithm. The data reported in this section has been obtained using a PC compatible desktop computer equipped with an AMD K6 processor running at 350 MHz and 64 MB of RAM memory. We have used Octave under Linux for the computations. Fig. 6 shows the CPU time for one propagation step of the $(1 + 1)D$ problem as a function of the number of grid points $N$ in the transverse dimension. While the CPU time required by the difference-differential equation method is close to that of the Feit–Fleck algorithm, the corresponding time for one iteration of the modified split-step method is approximately twice that value.

These results can be explained in terms of the number of important operations involved, i.e. how many FFTs, complex multiplications and complex exponentials are needed for each step. The basic structure of the calculations for both the Feit–Fleck and the modified split-step methods is the symmetrised form of Eq. (11) where Eq. (19) has been used for the non-linear step in the modified split-step method. The computations of the linear operators involve four FFTs and, for the modified non-linear step, a predictor–corrector scheme has also been implemented that requires and additional four FFTs. Thus, the modified split-step method requires twice the number of FFTs of the Feit–Fleck algorithm and this factor dictates the overall CPU time. The full propagation step in the difference-differential equation method requires two FFTs and another two are used to filter out evanescent components of the field at each propagation step, resulting in the same number of FFTs as the Feit–Fleck scheme; while no complex exponentials are evaluated, a larger number of complex multiplications than the Feit–Fleck method are involved. A key point to recall is that the CPU time per step can be reduced in both the Feit–Fleck method and the modified split step when output data is not required after each step. In that case, each second linear half-step can be combined with the first linear half-step of the next stage resulting in a reduction of two FFTs and $N$ complex multiplications per step.

6. Conclusions

Exact analytical results have been employed in the development and testing of two novel non-paraxial beam propagation methods. A modified split-step method and a difference-differential equation method were described and analysed, and their predictions have been rigorously verified. Our goal has been to demonstrate, for the first time, how to model accurately the interplay between Kerr self-focusing and both longitudinal and transverse linear diffraction of beams; this has been a long-standing problem.

The scalar framework adopted permitted testing of numerical data using recent analytical results. This framework is valid in some situations, such as when non-paraxiality arises from the oblique propagation or interaction of beams, but may be incomplete during axial self-focusing when vectorial effects also come into play. Most importantly,
this work provides the foundations upon which further investigations may be based; the modelling of numerous higher order effects and different physical geometries can now be undertaken with much greater confidence. We believe that the difference-differential approach will prove to be flexible in the accommodation of additional effects, such as those listed at the end of Section 1. However, a thorough account of the properties of the generalised difference-differential equation(s) that arise when particular higher order effects are included is outwith the scope of this paper.
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